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ABSTRACT

We present a new technique for detecting audio concepts in
web content as well outline the technique’s applications to
video sequence parsing. Our focus is primarily on affective
concepts and in order to study them we have collected a new
dataset, consisting of videos where a speaker is persuading a
crowd, called “Rallying a Crowd”. We develop new classi-
fiers for graded levels of arousal in speech as well as crowd
noise and music and demonstrate their effectiveness on web
content. These techniques achieve high detection accuracy
(58.2%) for affective concepts on this new dataset and out-
perform (36.8%) state-of-the-art techniques (33.1%) for se-
mantic concepts on a previously collected dataset. We also
develop a new audio sequence segmentation technique which
enables us to rapidly classify subsections of test sequence au-
dio into the aforementioned audio classes. We are thus able to
robustly address the detection of affective concepts in highly
variable web content as well as the computational challenge
of quick classification so as to enable web scale processing.

Index Terms— Audio concept detection, Audio segmen-
tation, Affect detection

1. INTRODUCTION

Social multimedia has a powerful and swift impact because
it enables wide and instantaneous dissemination of rich mul-
timodal content. Computational extraction of attributes,
scenes, objects and concepts from this content has been car-
ried out with increasing success [1, 2], but in addition to
this, social multimedia also often has strong affective con-
tent. The manner and affect of communication - for instance,
calm speech versus agitated cries - strongly influences both
the viewer reaction as well as any semantic interpretation of
the multimedia content or its creator’s intent. Therefore, af-
fect detection is a key part of any attempt to automatically
correlate multimedia content to its potential viewer response
or to its influence across social networks. Our scope in this
paper is to develop a content model for affect in the audio
portions of social multimedia.

Extraction of affect from non-curated web content is still
rudimentary because the bulk of automated affect extraction
has focused on audio-visual content that has been captured
in controlled conditions [3, 4, 5]. However, models trained
on such carefully curated content may not perform well on
web content. Therefore any content model suitable for goals

such as estimating viewer response or predicting dissemina-
tion across social networks requires robust affect extraction
that gives consistent results across the highly variable capture
conditions inherent in web content.

In this paper, we propose a solution to an important part of
the affect extraction problem viz. robust extraction of affect
from the audio signal of web audiovisual content. We focus
on a sub-genre of persuasive content consisting of a speaker
rallying a crowd (RAC). This genre is rich in range and inten-
sity of audio affect, and so is suitable to develop a bounded
problem and testbed for this research. We develop for the first
time classifiers for several grades of speech arousal that are
robust across variable capture conditions and audio quality.
We likewise develop robust detectors for related categories
such as crowd reaction and music. These classifiers enable
temporal localization of events of interest within such RAC
videos such as a highly animated speaker or the call response
pattern commonly observed between leaders and crowds dur-
ing events such as rallies and protests. We also validate our
approach to classification by applying our techniques to a
pre-existing dataset, the Columbia Consumer Video (CCV)
dataset [6] and comparing our results to the state-of-the-art
(SOTA).

2. RELATED WORK

Concept detection in audio has long been an important prob-
lem in the audio processing community due to its applications
in video retrieval. A standard approach to concept detection
typically involves extracting audio features from the video,
pooling them and using a classifier to recognize the different
concepts [7, 8, 9]. Implementations differ in the details of
strategies used for feature extraction, pooling and classifica-
tion. Our concept detection takes a similar approach; how-
ever, its novelty lies in using multiple heterogeneous features
and effectively fusing them. While we focus primarily on af-
fective concepts, we demonstrate that our approach is general
enough to detect selected semantic concepts as well.

Emotion Detection in human speech is rapidly increasing in
importance because of its applications in enabling realistic
human computer interactions. A standard approach to solv-
ing this problem involves extracting frame-wise low-level de-
scriptors (LLDs) from the audio signal and then using func-
tional features to aggregate these features over the utterance
level [3, 4]. However, most of the work in this area has
been demonstrated on datasets collected in controlled envi-
ronments with little noise. In contrast, we work with unedited



videos from YouTube and show that our concept detection
approach can be effectively used to recognize the emotional
content in human speech.

Audio Segmentation is often used for separating the speech
and non-speech segments (e.g. [10]) within audio. There
has also been some work on unsupervised segmentation of an
audio stream into semantically homogeneous segments. No-
table among them is [11], which segments the audio signal
by modeling it as a gaussian process and uses the Bayesian
Information Criterion (BIC) to detect change points. A single
video can contain multiple concepts and therefore instead of
assigning a single concept to the entire video, a superior strat-
egy is to segment the video in an unsupervised manner and
then assign separate concepts to each segment [12, 13]. An
additional advantage of this approach is that it provides video
information at a finer granularity. In our work, we propose a
multi-scale segmentation algorithm that allows for segmenta-
tion and concept labeling at multiple granularities.

3. APPROACH

Figure 1 illustrates an overview of our approach. The ap-
proach consists of feature extraction, codebook construction,
quantization of the features into a bag-of-words representa-
tion based on the codebook, followed by learning and in-
ference of a Multiple Kernel Learning based classification
model. We describe each of these steps in detail below.

3.1. Bag-of-Words Representation

Feature Extraction From the audio signal we extract the
Mel-Frequency Cepstral Coefficients (MFCC), the Spectro-
gram and Prosodic features. MFCCs and Spectrogram based
feature representations have been commonly used for audio
concept detection [6, 14]. Prosodic features include loud-
ness, pitch, and speaking rate and they have been shown to
be very effective for detecting emotional content in speech
[15]. Our experimental results show that these features con-
tain complementary information and that combining them
leads to improvements in the concept detection performance.
All of these features are extracted using the OpenSMILE
toolkit [16]. Additionally, we also extract Acoustic Unit De-
scriptors (AUDs) [9], which model distributions of short au-
dio sequences and therefore capture local temporal variations
within the signal. The AUDs produce a quantized representa-
tion over short patterns of audio sequences.

Feature Encoding With the MFCC, Spectrogram and
Prosodic features, we adopt the bag-of-words representation.
Given features extracted from the training videos, we use hi-
erarchical K-means to build vocabularies of size 10000. We
construct separate vocabularies for energy normalized and un-
normalized features, as we find that normalized features cap-
ture pitch based characteristics while unnormalized features
encode loudness based characteristics. Once we have con-
structed these vocabularies, we quantize the features extracted
from the training and test videos to obtain a histogram repre-
sentation corresponding to each feature type. AUDs are al-
ready quantized by the nature of this feature and so no further

encoding is needed for them.

3.2. Inference and Learning

One can compute a non-linear kernel corresponding to each
feature representation and use a kernel SVM for classifying
the video into one of the specified semantic categories. How-
ever, in order to effectively fuse these features for concept
detection, we instead compute a composite kernel which is a
convex combination of the individual kernels for SVM based
classification. The kernel combination parameters are learnt
using Multiple Kernel Learning (MKL) [17]. MKL jointly
learns the kernel combination parameters as well as the SVM
classification within the same optimization framework and
has shown to be very effective at combining multiple hetero-
geneous features in several domains [18, 19].

Learning MKL Parameters: In MKL, the composite kernel
is a convex combination of the basis kernels:
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where b is the bias, &; is the slack afforded to each data point
and C is the regularization parameter. The solution to the
above MKL formulation is based on a gradient descent on the
SVM objective function. An iterative method alternates be-
tween determining the SVM model parameters using a stan-
dard SVM solver and determining the kernel combination
weights using a projected gradient descent method.
Inference: During the training phase, we do not require seg-
mentation as we can simply use the segmentations labeled by
human annotators. On a test video, our inference consists of
two steps: dividing the sequence into multiple segments and
then classifying each segment by assigning it a concept label.
Step 1 - Multi-Scale Segmentation: The above men-
tioned approach for concept detection works well when we
are certain that the entire video should have the same seman-
tic label. While this is true in the case of the CCV dataset,
in the RAC dataset, where the videos are significantly longer,
assigning a single concept to whole video would lead to incor-
rect results. Furthermore, temporally segmenting the video
and assigning a separate concept label to each segment pro-
vides deeper insights into its characteristics. Hence we first
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Fig. 1. Our approach for audio concept detection. The blue dotted line denotes the test pipeline, while the green solid line
denotes the training process which also involves constructing the codebook and training the classifier.

segment the video into temporally homogeneous segments
and then assign concepts to each segment. For segmenting
the video into temporal segments based on its audio content,
we adapt the Simple Linear Iterative Clustering (SLIC) pro-
posed by Achanta et. al [20] for image segmentation to audio
data. We initialize the cluster centers corresponding to each
segment by sampling the audio frames at regular intervals.
Next the initialized segments are iteratively refined in a two
step process - the first step involves assigning each frame to a
cluster-center in a local neighborhood by computing the dis-
tance in the feature space and the second step involves updat-
ing the cluster centers to reflect the new assignments. These
steps are continued until the segmentation converges, and a
post-processing step ensures temporal consistency by merg-
ing any non-contiguous cluster portions into a temporally ad-
jacent cluster. SLIC has several advantages - it is unsuper-
vised, extremely fast, and allows for segmentation to be done
at multiple scales by varying the number and spacing of the
initial cluster centers. It has been shown to work well for im-
age segmentation and as we show in our results below, it also
works well for audio segmentation using the spectrogram as
the feature space. The segmentation allows us to bypass the
need to efficiently search over all possible sliding windows
by segmenting the audio into a set of homogeneous segments
that are likely to contain a single concept.

Step2 - Classification: Given a new video, we extract all
of the above features from each segment and quantize them
in terms of their respective vocabularies. We compute the in-
tersection kernel for each feature representation and use the
weights learnt by MKL (Eq. 1) to compute a composite ker-
nel. The composite kernel is then used for audio concept de-
tection using the SVM parameters learnt in Eq. 2, thereby
assigning a label to each segment.

4. DATASETS

Data Collection: A new dataset, called the Rallying a Crowd
(RAC) dataset (Figure 2) was collected from YouTube for this
research. The entire dataset consists of 132 positive and 59
negative example videos with an average duration of 7 min-
utes. Positive examples contain instances of a speaker ve-
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Fig. 2. Public domain images representative of RAC.

hemently trying to rally or persuade a crowd. They include
material such as heated political debates as well as profes-
sional and amateur recordings of controversial events such as
protests or rallies. Such videos tend to consist primarily of
spoken content of varying arousal levels from a single speaker
along with crowd response and background music. Negative
examples consist of videos that are semantically similar but
affectively different from positives (e.g. political interviews
and lectures) or semantically different with some shared traits
(e.g. a stand up comic addressing a crowd). A wide variety
of languages were spoken in the videos. The RAC dataset’s
focus on affectively persuasive political content is unique in
the field.
Data Annotation: For the experiments below, 102 positive
videos were each annotated by the same pair of human sub-
jects. Each annotator first divided an entire audio track into
disjoint segments that were semantically homogeneous based
on their audio content. Segments could be any length, but
could not overlap and had to cover the entire audio track. The
annotator then assigned each segment one of the 9 different
audio categories listed in Table 1, or marked a segment as
“Ignore” (e.g. silence, static, or otherwise not covered by the
classes below). Annotators only listened to audio content, and
did not actually view the video, to prevent visual cues from
affecting their judgment of the audio content. On average,
semantic segments were each about 15 seconds long.
Difficulties inherent in semantic and affective segmen-
tation became apparent during the annotation process. The
original set of concepts included 16 audio categories; this was



1. Crowd 6. Calm Speech
2. Music + Crowd | 7. Slightly Agitated Speech
3. Music 8. Agitated Speech

4. Music + Speech
5. Crowd + Speech

9. Very Agitated Speech

Table 1. Audio Categories in the Rallying a Crowd Dataset

empirically reduced to 9 by examining confusion matrices be-
tween the annotators. Notably, different types of crowd noise
were often confused (e.g. cheering vs. clapping). Across all
annotated audio (645 minutes) both annotators assigned the
same class only 54.5% of the time (351 minutes), implying
significant disagreements on classification even among hu-
mans. While some of the disagreement can be ascribed to
use of labels on a continuum (e.g. “slightly agitated” vs. “ag-
itated”) or disagreement over the exact start and end time of
segments, a ground truth for this type of content classification
is difficult to define. To reduce the impact of this ambiguity
on our experiments, we used only portions of segments where
both the annotators agreed on the concept label.

Prexisting Datasets: Experiments were also run against the
CCV dataset [6]. It consists of 9317 unedited videos from
YouTube, each of which is been labeled with one of 20 seman-
tic categories. These categories are very diverse and range
from objects (e.g., “cat” and “dog”), scenes (e.g., “beach” and
“playground”) to events (e.g., “baseball”, “skiing”, “gradua-
tion” and “music performance”).

5. EXPERIMENTS

5.1. Concept Detection on CCV Dataset

We first performed concept detection on the CCV dataset and
compared to SOTA results to validate our approach. We fol-
low the experimental protocol in [6] using the same train and
test splits. We build the codebooks for each feature type, learn
the classifiers on the training data, and report the Mean Aver-
age Precision (MAP) scores on the test data. Note that here a
single concept label is to be assigned to the entire video and
hence no segmentation is required. Our aim is to show that
our MKL based concept detection approach is general enough
to detect both semantic and affective concepts.

Table 2 shows the MAP scores obtained from different
feature combinations using MKL. Even in case of the indi-
vidual features, we combine the kernels induced by the nor-
malized and unnormalized features as well as the AUDs, us-
ing MKL. The results demonstrate that the features contain
complementary information and combining them leads to a
significant increase in performance.

Table 3 shows that our approach significantly outper-
forms previously published audio-only results on this dataset,
demonstrating the advantages of using multiple feature types
over a single feature [6, 14] '

'While [6, 14] use the same overall approach, we believe that the superior

| Features | MAP |
Prosody 21.7
MFCC 26.9
Spectrogram | 27.8
AUDs 322
All Features | 36.8

Table 2. Performance of different features as well as fusion
of all of the features using MKL on the CCV dataset.

| Approach | MAP |
MEFCC + non-linear SVM [6] 28.3
MFCC + non-linear SVM [14] 33.1
Multiple features + MKL (proposed) | 36.8

Table 3. Comparison with previously published results on the
CCV dataset showing our improvement over the SOTA.

5.2. Concept Detection on RAC Dataset

We performed similar experiments on the RAC dataset by
dividing the dataset into “snippets” of a known class. The
creation of snippets segmented the audio tracks into semanti-
cally homogenous sections and also dealt with annotator dis-
agreement by excluding sections where there was not a unan-
imously chosen label. Snippets correspond to regions where
both annotators labeled temporally overlapping segments as
the same class; the overlapping portion was extracted as a
snippet and tagged with the unanimous label. 737 snippets
were extracted from training videos and used to create the
concept detectors, while 671 snippets were extracted from
test videos and used for evaluation. Table 4 shows the results.
Again combining multiple features results in a substantial per-
formance increase, demonstrating that MKL is very effective
at fusing information from multiple hetereogeneous features.

| Features | MAP |
Prosody 48.8
MFCC 51.1
Spectrogram 51.3
AUDs 42.7
All Features (MKL) | 58.2

Table 4. Performance of classification using different features
(and all features fused using MKL) on the RAC dataset.

The results in Tables 2,3,4 demonstrate that our approach
is general enough to both effectively detect affective concepts
on the RAC dataset, and also outperform the current SOTA in
detecting semantic concepts on the CCV dataset.

5.3. Quantitative Results on Automatic Segmentation
and Concept Detection

We now evaluate the performance of segmentation followed
by concept detection on the RAC dataset. As described in
subsection 3.2, we use SLIC to segment each video at three

results of [14] are due to their better implementation and parameters.



different empirically chosen scales (fine, medium, and coarse)
with average segment length of 1.3 seconds, 4.1 seconds and
15 seconds respectively. Each segment is then independently
classified based on the individual features as well as their
combinations using MKL. Due to disagreements between an-
notators, there is a lack of an authoritative ground truth for
some portions of the videos; it is ambiguous how to evalu-
ate the accuracy of a machine labeling for portions of audio
where even the two human annotators disagreed. As a met-
ric we evaluate only the portions of video unanimously anno-
tated, and provide as “accuracy” the percentage of such mate-
rial where the machine label matched the unanimous human
label. We ignore portions where the human annotators dis-
agree on the labels; this is consistent with how the training
data was generated and also effectively removes some of the
more difficult cases. Table 5 shows the results. Here again we
can observe that while the performance of individual features
varies, fusing them using MKL results in a consistent and sig-
nificant improvement in performance. While the overall per-
formance at different scales is similar, there are differences in
the detection rates of the individual classes at different scales.
This is discussed further in subsection 5.4.

Acc. | Acc. Acc.
Features Fine | Medium | Coarse

Scale | Scale Scale
Prosody 45.3 | 45.1 44.9
MFCC 434 | 443 44.0
Spectrogram | 41.4 | 42.7 414
AUDs 38.7 | 38.3 354
All Features | 47.3 48.9 47.4

Table 5. Classification accuracy (Acc.) of different feature
combinations for segmentation followed by concept detection
at multiple scales on the RAC dataset.

In order to further evaluate the effectiveness of our SLIC
based segmentation we compared its performance against a
uniform segmentation at the same scale. Each video was uni-
formly segmented into fixed width segments of 1.3, 4.1 and
15 seconds so as to match the segmentation scales of SLIC.
The results (Table 6) demonstrate that SLIC outperforms a
uniform segmentation at all scales with larger improvements
at finer scales. While the improvements of around 2-3%
seem small, we note that the snippet classification accuracy of
58.2% (Table 4) represents performance given an “ideal” seg-
mentation (i.e. a segmentation where any duration in which
both human annotators agreed on labeling is grouped into a
single temporally contiguous segment). Thus we believe the
improvement due to SLIC is significant, since it represents
~20% of the difference between classification given a uniform
segmentation versus an ideal segmentation.

5.4. Qualitative Results on Automatic Segmentation and
Concept Detection

Figure 3 displays human annotation as well as automatic re-
sults on footage of Martin Luther King’s I Have a Dream

Acc. | Acc. Acc.
Segmentation | Fine | Medium | Coarse

Scale | Scale Scale
SLIC 47.3 | 489 474
Uniform 43.9 46.8 46.8

Table 6. Classification accuracy (Acc.) for SLIC vs. uniform
segmentation (using all features in both).

speech. While Table 6 seems to indicate very similar classi-
fication performance regardless of SLIC segmentation scale,
in fact there were apparent performance differences depen-
dent on content type. For instance, the finer scales resulted
in improved performance classifying crowd noise and bet-
ter captures the “call and response” characteristic common in
these videos — long periods of oration punctuated throughout
with brief and vehement crowd response. This phenomenon
is clear from time 4:00 to 14:00 in this video. The coarse
scale resulted in better performance classifying music as can
be seen at the start of this example, during which the crowd
is singing the protest song, We Shall Overcome. These char-
acteristics of “call and response” and a musical introduction
were frequently observed in RAC videos.

6. CONCLUSION

We have proposed an approach for affective and semantic
concept detection in web content along with an audio seg-
mentation approach to enable video sequence parsing. The
proposed approach outperforms the SOTA on semantic con-
cept detection on the CCV dataset and produces good results
for video segmentation and affective concept detection on the
newly collected RAC dataset.

In the future we intend to improve the RAC dataset by en-
larging it and investigating the issues of annotator disagree-
ment. We also wish to extending our approach to include
other modalities besides audio and work towards automati-
cally detecting persuasive content in web videos.?
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